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Online surveys have replaced other ways of conducting studies and have already had a 

dominant position among quantitative research methods1. Growth dynamics are impressive: in 

2006, about 20%, and in 2013 above 50% of all data collection expenditures were spent on 

online surveys.2  

 

Web self-administered surveys3 have become a prevalent form of data collection in HRM, and 

research focused on the satisfaction of customers and employees4, marketing5, consumer 

preference and behaviour6.  

 

Types of internet research can be distinguished based on the following criteria7: (1) 

participants' awareness that they take part in research; (2) time of the research: real-time vs 

anytime; (3) level of participant's required engagement: active vs passive; (4) knowledge 

about participant's identity: anonymous vs identified. The advantages of online research 

include, among others: (1) higher availability of respondents; (2) easiness/fastness of reaching 

specific groups and hard-to-reach in other way persons; (3) time saving ; (4) lower price (no 

need to hire interviewers, pay travel costs); (5) flexibility (next question could be selected 

depending on the former answers).    

 

Internet is also suitable for experimental research and enables the possibility of integrating 

qualitative and quantitative methods in one study. Easiness of getting respondents comes with 

limited or lack of control over their behaviour and environment.  

Some respondents can choose one of the following (harmful to the research validity) 

strategies8: 

1) Selecting the first response alternative that seems reasonable9 without reading all 

possible options  

2) Selecting the most visible option10 choice dependent on the way of display: 

dropdown vs radio buttons vs scrollable dropdown) 

3) Speeding – answering too fast without thinking about the answers11. 

4) Acquiescence bias - Agreeing with any statement regardless of its content 12. 

5) Endorsing the status quo13 – when a question asks about increasing or decreasing 

something, respondents often choose a base (starting) value when explicitly given to them. 

6) Non-differentiation in using rating scales14 – when using the same response options, 

in the same order, there is a danger that respondents will not differentiate between objects. 

Consequently, respondents will choose the same or almost the same options in each question. 

7) Preferring 'do not know' answer - as 'do not know' is hard to interpret but also does 

not require much thinking; when that answer is presented, satisficing respondents will choose 

to pretend they do not have an opinion rather than trying to put effort into creating one, 

although research shows, that providing this answer option increases data quality15. 

8) Mental coin-flipping16 – choosing randomly from among the response alternatives. 

 
11 ESOMAR, 2014 
2 Vehovar & Lozar Manfreda, 
2008; ESOMAR, 2013 
3 Batorski & Olcoń-Kubicka, 
2006 
4 Kasvi, 2017; Barakat et al., 
2015; Mitchell et al., 2021 

5 ex. Queloz & Etter, 2019; 
Kumar Mishra et al., 2016 
6 Molenaar et al., 2018 
7 Batorski & Olcoń-Kubicka, 
2006 
8 Krosnick, 1991 
9 Galesic et al., 2008 
10 Couper et al., 2004 

11 Conrad, et al., 2017; 
Michałowicz, 2016 
12 Krosnick, 1991 
13 Schuman & Pressner, 1981 
14 i.e. Krosnick & Alwin, 1989 
15 Albaum et al., 2011 
16 Converse, 1964 
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9) Omitting a whole set of questions, either by losing one's attention or by purpose, 

does not mean that answers are worthless, but there are difficulties with determining what to 

do with them – include or not. 

 

FALSE responding17 has been called in literature in many ways: random18, insufficient 

effort19, careless20, satisficing21, inattentive/participant inattention22, and indiscriminate 

responding23. It can be defined broadly as happening when the respondent filling a survey 

does not behave cooperatively. 

 

Such people may introduce random noise to data collected in surveys. However, they usually 

do not answer entirely randomly, which results in a systematic bias in responses, and, as a 

result, a change in obtained results (obtaining statistically significant effects or, on the 

contrary, no results)24. It is crucial to distinguish data from attentive and FALSE (inattentive) 

respondents.  

 

While online surveys have become increasingly popular, new opinion polling companies have 

also sprung up. These companies bring together people in their research panels who view survey 

completion as an additional income easy job (often in the form of reward points).  

Research Purpose and Research Tasks 

There are many studies on inattentive respondents that have been done on English-speaking 

samples25; however, this phenomenon has not26 been studied thoroughly for Polish samples. 

The research gap to be filled by this research is determining the level of inattention of 

respondents, the consequences of not excluding FALSE respondents from the analysed data, 

and devising an FR procedure to detect FALSE respondents in data sets. 

 

Two research tasks were carried out: (1) estimation of the magnitude of the FALSE 

Respondents problem in 12 data sets by using a procedure based on 4 Warning Signs; (2) 

estimation of the consequences of ignoring the FALSE RESPONDENTS problem and testing 

the usability of the FLEXMIX27 procedure for detecting FALSE respondents. 

 

 

 

 

 

 

 

 
17 Levi et al., 2021 
18 Credé, 2010 
19 Huang et al., 2012; Huang & 
DeSimone, 2021 
20 Meade & Craig, 2012; 
Bowling et al., 2020 
21 Krosnick, 1991 

22 McKibben & Silvia, 2017; 
Beck et al., 2019; Steedle et al., 
2019 
23 Holden et al., 2019 
24 Alvarez et al., 2019 
25 ex. Nichols & Edlund, 2020, 
Schneider et al., 2018, Bowling 

& Huang, 2018, Alvarez et al., 
2019 
26 The only exception is 
Wieczorkowska's work (1999, 
2011, 2022), which has been 
carried out for many years. 
27 finite mixtures of generalized 
regression models 
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Key terms  

A FALSE respondent (FR, careless respondent, inattentive respondent, flagged respondent) 

is a person who voluntarily participates in a survey and answers questions without thinking 

(e.g., chooses a random or first good enough answer). 

 

A web/online/internet survey is a self-administered online questionnaire. 

 

The RATING STYLE (RS, response style) is defined as the tendency to respond consistently 

to questionnaire items other than what the items were specifically designed to measure28.  

The rating style can manifest itself through: (1) too severe (or lenient) assessment29, (2) lack of 

differentiation of partial dimensions of evaluation30 , e.g. AGREE to almost all items on the 

scale. 

 

DK – (Do not KNOW - Non-informative answers) answers – do not convey any 

information about the question's opinion/thinking/facts. 

 

The BEHAVIOURAL cooperation level is operationalised by logical inconsistency, odd 

answers to open-ended questions answer analyses to attention check questions. 

 

The DECLARATIVE cooperation level is operationalised by answers about respondents' 

engagement (i.e., would their answers change if it was a different day). 

 

LOGICAL INCONSISTENCY is operationalised based on lack of congruency in 

answers (respondents respond 'I do not have a job currently' in one question but respond 'I 

like my job' instead of 'not applicable' later in the survey)  

 

ODD ANSWERS to open-ended questions mean answers that are too short or cannot be 

interpreted concerning the question content (e.g.  Answers "I need more financial rewards" to 

the question on satisfaction). 

 

WARNING SIGN (WS) indicates that respondents do not follow the rules, and it could be 

useful to consider excluding them from the analyses. There were 4 Warning Signs: 

 

1. WS1 is based on too short an answering TIME. 

2. WS2 is based on the number of incorrect answers to Attention Check Questions 

[ACQ]. 

3. WS3 is based on the too big number of Do not KNOW Answers and Low 

Differentiation Rating Style 

4. WS4 is based on low behavioural (logical inconsistency, odd answers to open-ended 

questions) and low declarative engagement 

 

Exclusion criteria:   

 

 
28 Wieczorkowska, 1993, 
Harzing et al., 2011 

29 (Hoyt, 2000) 30 (Landy, Vance & Barnes-
Farrell and Steele, 1980) 
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• STRICT exclusion criterion means that all respondents flagged by any of the Warning 

Signs would be excluded  

• LENIENT exclusion criterion means that all respondents flagged by at least TWO 

Warning Signs would be excluded from the data set. 

• GLOBAL exclusion criterion- respondents are excluded from the whole data set  

• LOCAL exclusion criterion- respondents are excluded only from the block of items 

when e.g. the number of DK answers is very big only for this part of a survey. We can 

accept local inattention when the respondent becomes lost in thought, pondering, or 

deliberately ignoring a specific block of questions, but answers other blocks with due 

diligence. 

 

ANSWERING TIME: Overall answering time (OAT) is the time that passed from the first 

load of the first survey page to the end page shown. Partial answering time (PAT) is the time 

spent on answering blocks of the survey. Words per minute (wpm) is an indicator of reading 

speed, calculated by dividing the number of words on a single survey page by the time that 

part was seen (in minutes for wpm and the seconds in wps).  

Dissertation structure 

The dissertation consists of two parts: theoretical and empirical. 

The first part of the dissertation focuses on the advantages and disadvantages of internet 

research and using online panels, a cognitive model of answering survey questions, FALSE 

respondent description, and the impact of FALSE respondents on data quality. Then the 

problem of operationalisation of Warning Signs is presented.  

 

Based on the literature review,31 we can see that percentage of FALSE (careless) respondents 

varies from study to study.   

As the studies are not consistent in their inattentiveness indicators' use, a short list of the 

examples of studies is presented in the Błąd! Nie można odnaleźć źródła odwołania..  

  

 

 

 
31 Johnson, 2005; Kurtz & 
Parish, 2001; Meade & Craig, 

2012; Curran et al., 2010 ; Baer 
et al., 1997 
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Year & 

Exclusion 

Criterion 

Methods of detection used in the study N, Sample 

% 

exclude

d 

200932, One WS 

Warning Signal  
ACQ (IMC) 144, Students 35% 

201533, at least 

one WS 
SR, ACQ 

400, MTurk 

respondents 
5.5% 

201634, No exact 

cut-off points 
Respondent's Goodness of Fit 

205, Purposive 

sample 

10.81%
35 

201636, Failed 

ACQ 

ACQ (IMC) 
396, MTurk 5% 

85, Students 61% 

ACQ (Novel IMC – long instruction with 

the hidden correct answer) 

185, MTurk 4% 

245, Students 74% 

ACQ (more difficult novel IMC – short 

instruction to mark two answers) 

239, MTurk 74.5% 

90, Students 97.8% 

202037, at least 

one WS 

 

OAT, IRV, psychometric synonyms, OEC 

3 groups of 

students 

(N1=278, 

N2=281, 

N3=268) 

12.8% 

12.5% 

15.7% 

201738, Faster 

than 1 spi, 

consistency 

measure< 0.5 
OAT, Response consistency (correlations 

between related items) 

421, MTurk 5 - 24% 

Faster than 1 spi, 

consistency 

measure<0.43 

296, Students 12% 

201839, 10% of 

the sample on 

each measure 

ACQ (infrequency type), OAT, OEC, LSI, 

Intra-Individual Response Variability 
199, Students 30.2% 

201840, WS for 

each measure 

separately 

Mahalanobis distance, Psychometric 

synonyms, antonyms, Maximum LSI, OAT, 

SR, ACQ 

3 groups of 

Students 

(N1=274, 

N2=614, 

N3=394) 

5.9% 

(per 

method) 

The same as 1st study + OEC 
2.9% 

4.3% 

201941, at least 

one WS 

Contradicting answers to reversed items, 

OAT 

129, Students 

(online) 
23% 

101, Students 

(paper) 
27% 

110, MTurk 46% 

201942, Wrong 

answers for both 

ACQ 

ACQ (instructed response), OAT, Straight 

lining, Item nonresponse 

5205, GLES 

(panel) 
6.1% 

202043, Based on 

Latent Profile 

(Class) Analysis 

Open-ended questions, Resampled 

Individual Reliability, Person-Total 

Correlation, SR, ACQ, OAT, LSI, OEC 

394, 

Crowdsourcing 

research platform 

45.9% 
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ACQ- Attention Check Questions; IMC - Instruction Manipulation Check 

LSI – Long-String Index;  GLES - German Longitudinal Election Study 

OEC – Odd-Even Consistency; SR – Self-reported low level of cooperation 

 

The empirical part of this dissertation begins with defining the operationalisation of 4 warning 

signs and ends with a description of the FR procedure for detecting FALSE respondents. 

 

The distribution of warning signs was analysed in 9 web surveys conducted by our doctoral 

team at the Department of Managerial Psychology and Sociology at WZUW between 2020-

202244. 

 

• two data sets consisting of 2918 employees [commercial panel participants] 

• six data sets B1- B6 based on responses from 2399 participants who, in the 

overwhelming majority, combine studies at the Faculty of Management with professional 

work  

• one data set C, based on responses from 287 employees with at least three years of 

work experience 

 

and 3 pre-existing data files: 

 

• Data set D, European Working Conditions Survey, personal interviews, 1203 Polish 

employees 

• Data sets E1 + E2, World Values Survey, two waves (5+6), 1966 Polish respondents. 

 

Research task #1: FALSE respondent scope  

 

The first research task was to determine the scope of respondents' inattention in 12 analysed 

data sets. 

Analysis showed that the percentage of respondents flagged as "FALSE" depended on the 

survey and the type of Warning Sign. 

The graph below shows that for 6 web surveys C, B1 to B6, the more discriminating criterion 

was WS4. 

 

 
32 Oppenheimer et al., 2009 
33 Rouse, 2015 
34 Kountur, 2016 
35exclusion by design of the 
research – group of 20 
respondents was instructed to 

behave inattentive when 
responding 
36 Hauser & Schwarz, 2016 
37 Iaconelli & Wolters, 2020 
38 Wood et al., 2017 
39 Dunn et al., 2018 
40 Ward & Meade, 2018 

41 Aruguete et al., 2019 
42 Silber et al., 2019 
43 Brühlmann et al., 2020 
44 WS1 tested on 9 datasets, 

WS2 tested on 8 datasets, 
WS3 and WS4 tested on 12 
datasets 
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For two panel data sets, A1 and A2, the most exclusionary criterion was WS1 (time), and 

WS4 was the second.  

 

 
Figure 2 Rates of exclusion for 4 WS for two commercial panel data sets [A1 and A2] 
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division by WS 
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There are shocking differences between the distribution of Warning Signs in two paid panel 

studies. Our doctoral team designed both surveys conducted by the same commercial 

company that sells its services to researchers. 

 

The difference (29 p.p.) in Warning Sign #2 between A1 and A2 can be explained by the 

different type of  attention check questions  used in both surveys. In A1, three instructed 

response items (i.e., "Please choose <<Rather A>> in this question") were used and it has not 

been explained why a respondent should do that. This unexplained order  could make  some 

respondents angry and reactant. In A2, five arithmetic questions (i.e., "Choose correct result 

of this operation 23+5=") were used, and it was justified as a fight with the monotony of other 

questions.  The software change can also explain the A1-A2 difference. In A1, respondents 

could not return to the previous question and change their answers. In A2, respondents could 

change their answers if they noticed that they had made a mistake. 

 

If we compare the answering time in the table below- we can see that A1 was a little shorter 

than A2. So, it contradicts the slogan 'that the shorter survey, the better.  

 

Data set A1 A2 

False respondents (based on 4 WS- strict criterion)  71.0 46.6 

OAT median45 14:06 26:25 

Number of words 3383 3628 

Median time without FALSE respondents 27:17 30:17 

 

The lowest percentage of FALSE respondents was for offline data files (from high-budget 

international surveys that were carefully designed and cleaned by international teams of 

researchers before they were made available to the public) because, in this case, only 2 

Warning Signs were available. 

 

Warning signs D E1 E2 

WS1 time - - - 

WS2 test - - - 

WS3 rating 3.7 2.8 3.1 

WS4 logical 5.7g 13.2h 5.7h 
g. based on assessed cooperation – 2 questions 

h. based on assessed interest – 1 question 

Research task #2: Consequences of not excluding FALSE 

respondents from data sets  

 

The second research task was to show the consequences of ignoring the problem of FALSE 

respondents. For this purpose, the reliability of the measurement (operationalised by 

Cronbach's alpha) was compared in groups of excluded respondents (FALSE) and not 

excluded (attentive) respondents. 

 
45 for attentive respondents 

not excluded by WS1 
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Two procedures to divide survey samples into groups of FALSE and attentive respondents 

were checked for their utility: 

 

(1) described in the dissertation procedure based on 4WS [4 Warning Signs]. 

(2) the Flexmix46 model (combining cluster and regression analysis)  

 

Flexmix allows us to divide respondents into subgroups based on their fit to different 

regression lines. FLEXMIX divides respondents into two groups based on correlation 

between their answers to 2 questions in the simplest version. If the correlation in both groups 

differs in sign and we know that theory predicts a negative correlation between the answers 

to 2 questions with a rating scale <1- like person A to 4- like person B>:  

 

1. People say that at business dinners or social gatherings, person A often dominates 

the conversation. Person B says little, so others have to keep the conversation going. 

2. Being in a large group of people, person A typically talks to a few people, primarily 

those he knows. Person B talks to many people, including strangers. 

 

Respondents classified by the Flexmix algorithm as the group with a positive correlation are 

potentially suspected to be not attentive in reading the questions.  

 

The two procedures excluded different percentages of samples. 4WS procedure showed a 

better quality of the A2 data set (only 17% false). Flexmix excludes in both data sets a similar 

number of respondents.  

 

  # Of FALSE respondents 

Flagged by 4 WS Procedure 

# Of FALSE respondents 

Flagged by Flexmix  

Data set A1   N=1421 652 (46%) 456 (32%) 

Data set A2   N=1497 261 (17%) 509 (34%) 

 

The next step was a comparison of Cronbach's alphas in the group of FALSE respondents 

flagged by each procedure and in the group that passed the test. To compute Cronbach's 

alpha, two indicators from SSA47 were used: in data set A1 METHODICALITY index and in 

data set A2 EXTRAVERSION index. 

 

The graph below compares 4 Cronbach's alphas in study A1 (on the left) and study A2 (on the 

right). 

 
46 a general framework for 
finite mixtures of regression 
models 

47 Wieczorkowska, 2022 
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Figure 3 Cronbach alphas for groups of false and attentive respondents in a division by data 

set [A1, A2] and methods [WS, Flexmix] 

In both datasets and both procedures, the value of Cronbach alpha is acceptable in the group 

of attentive respondents and NOT acceptable in the group of FALSE respondents. 

A negative alpha value indicates that false respondents did not read the questions because the 

index should not include negatively correlated items.  

  

The comparison of who was flagged by each procedure shows low contingency between the 

two procedures in detecting FALSE Respondents. This can be explained by the fact that the 

FLEXMIX procedure is a local one – it was based on correlation analysis between answers 

to two questions ONLY. The 4WS procedure is global because it analyses the respondent's 

behaviour throughout the survey.  

 

Therefore, the Flexmix procedure can be recommended to help examination for Warning Sign 

#4 only. Judging logical inconsistency in the responses is very difficult due to the flexibility 

of cognitive processes described in the model. Automating this process using the FLEXMIX 

procedure is advisable, but we must use more than two questions. 

 

Procedure for detecting FALSE respondents  

 

In the next step, after the standard procedures (checking data completeness and or 

analyses focused on variables distributions), the values of 4 WS should be computed for each 

respondent. 

 

 

-2.841

0.456
0.631

0.737

-0.38

0.288
0.55

0.717

A1 A2

False4WS Attentive4WS False_Flex Attentive_Flex



12 

 

Step 1. Set the thresholds for all Warning Signs. Check the 
univariate distributions of Warning Signs  

 

The threshold for WS1 means the minimal time needed to read the questions 

The threshold for WS2 means the acceptable number of errors in Attention Check Questions  

The threshold for WS3 means the lowest acceptable variance in answering a series of 

questions with the same rating scale, the biggest acceptable number of Do not know answers 

(usually less than 50%)   

The threshold for WS4 means the acceptable level of logical inconsistency in closed and 

open-ended questions, an acceptable level of declared engagement in the survey etc. 

 

Computation of: 

 

WS1 is based on too short an answering TIME.  

WS2 is based on the number of incorrect answers to Attention Check Questions.  

WS3 is based on a large number of Do not Know Answers and Low Differentiation Rating 

Style  

WS4 is based on low behavioural engagement (logical inconsistency, odd answers to open-

ended questions) and low declarative engagement  

 

Based on each threshold, "1 "(means above threshold) or "0 "(mean below) will be assigned to 

every respondent. So the sample will be divided into five categories : 

From 0 – means NO warning signs to 4 -means that all 4 Warning Signs flagged the 

respondent. 

 

Step 2. Decide on a STRICT or LENIENT criterion 

 

The comparison of the consequences of this decision can be seen in the table below: 

 

Data set Year 
 

Sample 

% of respondents 

excluded 

Lenient 

criterion 

Strict 

criterion 

A1 2018 
1421+ 1497 panel employed respondents  

45.9 71.0 

A2 2021 14.2 45.4 

C 2020 287 employees, convenience sample  6.6 33.8 

B1,B2,B3 

B4,B5,B6 

2018-2021 2440 respondents (in the overwhelming 

majority, combine studies with work 

 

1,2-5,0 6,1-13,8 

D,E2,E3 
2005/2010 

/2015 

3169  respondents [personal interviews, 

offline] 

 

0- 0.9 5,2-7,3 
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The graphical form of the 4 WS procedure is below: 

 

 

 

 
Figure 4 Visual scheme of the procedure for detecting FALSE responde
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Conclusion  

 

Comparing percentages of false respondents in analysed 12 data sets from 7.3 to 71.0% with 

literature review points the range between 4 and 97.8%, so we can say much (almost all) 

depends on the study. The magnitude of the problem could be enormous.   

 

The analysis of WS in 12 studies does not show any general patterns allowing us to say which 

Warning Signal is the least important. That means that all should be calculated, but we need 

to plan it before data collection. 

 

The filter most used by researchers is WS1 (time)48. Some studies use the time that the 

respondent spent on a specific page49. Using only WS1 <too short answering time> to detect 

FALSE respondents is not enough. False speeding respondents can take a coffee break and 

stay undetected.     

 

The second most used filter is WS2 (attention check questions)50. Some researchers claim that 

a single attention check question can be effective,51 while others recommend using more than 

one attention check question52. For sure, 1 ACQ item is not enough because of the dynamics 

of the respondent's attention.  

 

More attention check questions are a better choice, but we need to explain their role to 

respondents, so arithmetic questions are recommended. 

 

Due to the dynamic nature of respondents' attention, it is worth analysing Warning Signals 

locally (separately for sets of items). WS2 and WS4 can be used only globally, but for WS1 

and WS3 local analysis is recommended: measuring answering time and the number of Do 

not Know answers for the survey blocks. If the measured value is above the threshold for the 

block, all answers for the block could be converted into missing values. The local exclusion 

method is a standard procedure we use at the Department of Managerial Psychology and 

Sociology, and it yields very good results. 

 

Limitations 

 

The limitations of the research presented in the doctoral dissertation come from the type of 

analysed data. 

 
48 i.e. Skarżyńska et al., 2021 
49 Greszki et al., 2015 
50 Kuźmińska & Pazura, 2018; Kuźmińska et al., 2019 
51 Maniaci & Rogge, 2014 
52 Liu & Wronski, 2018; Berinsky et al., 2014 
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High-quality surveys 

 

Offline data files consist of publicly available high-budget international surveys (World 

Values Survey and European Working Conditions Survey) that are carefully designed and 

cleaned by international researchers.   

Online data files consisted of research conducted by the doctoral team at the Department of 

Managerial Psychology and Sociology WZ UW, where measurement tools were constructed 

with great concern about respondent's motivation, encouraged taking breaks, and carefully 

prepared instructions and information about the topic and content of the questions. In our 

research, the respondent has the freedom not to answer a question or say 'Do not know', which 

means they can choose a non-informative answer.  

Limited-Access Survey  

 

An invitation to participate in a typical Internet survey is posted on the Internet, where 

everyone has access to it. Invitation to participate in the research analysed in the dissertation 

was sent to selected groups of respondents ONLY who were motivated by different means 

(e.g., paid, getting bonus points for MBA and other students). We can predict that the number 

of FALSE respondents will be much bigger in Open-access Surveys. 

 

Restricted respondents' education level  

 

All of the respondents in the online survey were at least high school graduates, which means 

that the studies on groups of less-educated respondents are needed.  

 

Directions for future research 

 

There are at least five possible directions for future research: 

 

First, automatisation of the process - the FR procedure proposed in this dissertation must be 

executed mostly manually, with the researcher making decisions about which thresholds are 

suitable for a particular dataset at hand. 

 

Second, the proposed procedure should be compared with the results of machine learning 

algorithms53. 

 

Third, it would be interesting to check whether the FR procedure could be used to detect 

bots54 (machines that fill questionnaires without human intervention) and, if it could, how 

efficient it is in doing so. 

 

Fourth, it would be interesting to test the impact of immediate feedback and feedback in 

general, which seems to motivate respondents to give more thought-out responses. 

 

 
53 Schroeders, et al., 2022; Gogami et al., 2021 
54 Dennis et al., 2018; Buchanan & Scofield, 2018 
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Fifth, it would be interesting to study further the relationship between respondents' age and 

the number of warning signs they were flagged by. The negative correlation we found in A2 is 

consistent with previous research55 indicating that older respondents are more attentive than 

younger respondents. 

 

Sixth, experimental studies are needed. All analyses presented in the dissertation are 

correlational – so their internal validity is limited, as in all correlational studies. We have just 

started the series of experimental research on the impact of manipulated values. The dependent 

variable is the frequency of Warning Signs that differ in the values of independent variables, 

e.g. type of feedback. 

 

The first experiment has been conducted and is described in Attachment 11. 

Respondents were randomly divided into two groups that differed in the type of feedback in 

the test questions (arithmetic questions). In group E1 (N = 191), the respondent chose the wrong 

answer, e.g., '25' in the question '18 + 4 = 'Got the signal 'incorrect' and was forced to choose 

again, in group E2 (N = 223) the wrong answer was accepted. There were paradoxically and 

significantly more errors (operationalised as more than two clicks on the arithmetic question) 

in group E1 than in E2. Both groups did not differ concerning other warning signs. Contrary to 

the hypothesis, forcing respondents to correct the wrong answer did not improve their 

attention.   

 
55 Maniaci & Rogge, 2014 



17 

 

Contribution 

 

The doctoral dissertation has a cognitive, methodological, and application contribution. It tries 

to estimate the scale of the occurrence of FALSE respondents in 9 well-prepared surveys – it 

was shown that the presence of the group of FALSE respondents in the data files drastically 

reduced the reliability of the measurement. Unreliable data from FALSE respondents may 

change correlations, make the analysis and evaluation of research results difficult56, decrease 

statistical power and effect size57, and lower internal consistency. HRM theories confirmed by 

biased (unreliable) data are not valid, so FALSE respondents' detection is an important pre-

analysis task.  

 

The original methodological contribution is the 4 Warning Signs procedure for detecting 

False respondent and the empirically tested proposal of using the FLEXMIX procedure 

(combination of regression with cluster analyses) to check logical inconsistency in 

respondents' answers. 

 

The application contribution consists of developing a procedure for detecting FALSE 

respondents in HRM studies that other researchers could use. 

 

To sum up: the ease of data collection in web HRM surveys does not accompany 

methodological diligence in data analyses.  

Analyses performed on uncleaned data could lead to FALSE conclusions, which, if 

incorporated into scientific circulation, harm the development of management research. There 

is a need for data cleaning techniques that allow for control of respondents' engagement, 

which was less problematic in paper surveys58. HRM theories confirmed by biased (not 

reliable) data are not valid, so FALSE respondents' detection is a vital pre-analysis task. The 

proposed 4 Warning Signs Procedure could be used to increase the quality of data, analyses, 

and conclusions. 

 

 

 

 

 

 

 

 

 

 

 

 

 
56 Maniaci & Rogge, 2014 
57 Brühlmann et al., 2020 
58 Kiesler & Sproull, 1986. 
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